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Abstract

I develop a tractable framework for conducting platform design counterfactuals in settings where many sellers compete and set prices dynamically, using approaches developed in the recent literature on Oblivious Equilibria. As an initial application, I use the model to study a simple platform design counterfactual using data from the secondary event ticket market on Stubhub.com where the perishability of the product being sold results in sellers facing a dynamic and non-stationary pricing problem. Currently, most transactions happen at low prices close to the event. Motivated by some simple theoretical examples, I investigate how the dynamics of prices, the timing of transactions, platform revenues and participant surplus would be affected if a commission structure that encouraged earlier transactions was introduced.
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1 Introduction

Many e-commerce platforms, such as eBay, facilitate trade between buyers and sellers without directly controlling prices, but collecting commissions which depend on the prices at which transactions take place. Platform owners have to make many choices over platform features - such as how to structure commissions and how to present search results to potential buyers - where the profits from alternative designs are likely to depend on how features affect equilibrium prices. For example, allowing potential buyers to identify a larger pool of listings that suit their preferences should increase transaction volumes, all else equal, but could potentially decrease equilibrium prices so much that platform revenues decrease. The same change would also tend to have ambiguous effects on the welfare of sellers, which might matter if the platform’s success depends on encouraging more sellers to use it rather than a competitor.

In some settings, a standard Bertrand-Nash differentiated products model where sellers simultaneously set prices once-and-for-all might be sufficient to make reasonably accurate predictions about how equilibrium prices change. However, on many e-commerce platforms sellers face problems that are intrinsically dynamic in some sense that would significantly violate the assumptions of this model: for example, the products being sold (event tickets, accommodation, rental car reservations) may be perishable with sellers able to change prices, possibly many times, as the expiry date approaches; or alternatively, because they are small sellers who cannot constantly monitor prices they may change their price recognizing that the market may shift in some important ways before they change their prices again. In these settings, a change in platform design is likely to change the seller’s value of being in the market in the future, so it would not be appropriate to treat the marginal cost implied by a price choice under an existing platform design as fixed and exogenous in the way that a static analysis typically would.

This paper sets out a model of non-stationary equilibrium pricing behavior that can be used to perform platform design counterfactuals in a setting where perishability gives rise to dynamic pricing incentives. The setting is the online resale market for tickets to sports events (specifically the current sample consists of a set of NFL games) on Stubhub, which is the largest platform for these transactions. For any single event (game, but I will refer to it as a ‘fixture’ to distinguish it from the pricing game between sellers that is the main subject of the paper), there are hundreds or thousands of sellers who list tickets in the months and weeks before the fixture takes place. As a fixture approaches, sellers cut prices systematically and by large amounts, and the frequency with which they change prices increases. This reflects the natural incentive of the seller of a perishable good to try to sell at a high price if he
can, but then to lower prices as his opportunities to try to sell their tickets in the future disappear. as demonstrated in Sweeting (2012), this logic leads to large pricing declines even in event tickets markets (in that case for Major League baseball games) where there are hundreds or thousands of sellers.

The key challenge in formulating a dynamic game is that computational needs, both in terms of CPU time and memory, grow rapidly in the number of players and states. For example, as mentioned by Weintraub, Benkard, and Van Roy (2008), to store the value functions in a Pakes and McGuire (1994) Markov Perfect Nash equilibrium-type game with 20 symmetric players each with a state that can take on 40 possible values requires 20 million gigabytes of memory! Modeling a pricing game between all of the sellers on Stubhub for a particular fixture in this way would clearly be impossible, even if the game was stationary. In a non-stationary setting, necessary when products are perishable, the computational problem becomes even larger as it is necessary to solve for value functions in each period of the game.

To make the problem tractable, I follow ideas developed in the recent literature on Oblivious Equilibrium (OE). When OE is applied to a stationary game, the critical assumption is that, in equilibrium, each player maximizes its value given her own state, assuming that the rest of the market or industry is always in the average long-run state implied by equilibrium strategies. This reduces the size of the state space that has to be considered to the state space corresponding to the single-agent dynamic programming problem. In a non-stationary game, considered in the unpublished paper by Weintraub, Benkard, Jeziorski, and Van Roy (2008), the parallel assumption is that a player’s strategy in any period $t$ should maximize her value given her own state, assuming that the rest of the market or industry evolves deterministically along the (average) path implied by these strategies. In return for these simplifications about players’ expectations, and implicitly what they believe about their ability to influence how the market evolves, rich seller heterogeneity can be captured. For example, sellers can differ in the quality of tickets they have to sell, the number of listings that they have, and their expected values of being left with tickets at the time of the fixture which can also change over time. This is necessary to capture important features of the data in the current setting. This also opens up

---

1As discussed in detail by Doraszelski and Pakes (2007) there are two problems created as the number of players grows. First, the rate at which the total size of the state space grows is much faster than linear. Specifically, even when we impose symmetry and exchangeability, the number of states is $\binom{N+k-1}{k}$ where $N$ is the number of players and $k$ is the number of states per player. Second, in a game where players states can change simultaneously, the number of future states that we can move to in the next period from any given current state will tend to increase the number of players. Therefore the computation time per state will also tend to increase.

2In the current setting, non-stationarity arises from the finite horizon nature of the game. In contrast, Weintraub, Benkard, Jeziorski, and Van Roy (2008) consider an infinite horizon game where there is a one-off shock, and the non-stationarity of the average state comes from the temporary transition to the new, long-run OE average state.
the possibility of considering platform design questions where different sellers are treated in different ways (for example, by giving discounts to sellers who have more tickets to sell, or by charging a lower percentage commission to sellers with higher quality tickets which will tend to sell at higher nominal prices), or where buyers are presented with search results that may differentially change the demand of different types of listing.\(^3\)

In the current paper, the design change to be considered is an inter-temporal change to the commissions that Stubhub charges to sellers. While other design questions are also interesting and could well generate larger welfare or revenue effects, this counterfactual is natural to consider because it illustrates the advantages of having a computationally tractable dynamic model.\(^4\) During the period of the data, Stubhub charged a percentage commission to sellers that did not vary over time.\(^5\) In an environment where sellers set prices once-and-forever and had no value to being left with tickets at the end of the game, percentage commissions would have no effect on equilibrium prices. However, when sellers do potentially have some value to being left with tickets, a higher commission will be associated with a higher price, and, in a dynamic setting where sellers change their prices over time, sellers have an incentive to impose additional mark-ups the further they are from the event and these prices will be affected by the commissions that will be charged later. From an efficiency perspective, the fact that buyers who are in the market earlier on face higher prices than those who are in the market closer to the fixture creates an inefficiency, and, as I show in examples in Section 2, it is possible for the platform to raise the total combined surplus of buyers-and-sellers by changing the commission structure so that sellers set lower earlier prices, while not lowering platform profits. Alternatively, the platform can raise its revenues while not decreasing combined buyer-and-seller surplus.\(^6\) Therefore, the structure of the current paper is to estimate the parameters of the OE dynamic model using data where there is no variation in the commission structure, and then to re-solve the model allowing for intertemporal variation.

---

\(^3\)In the current model I assume that buyers are aware of the quality of all listings, but, with richer data on search behavior, a more appropriate assumption would be to assume that buyers only consider a more limited subset of listings (consideration set) and that the design of the platform can affect which listings are likely to be included in the set.

\(^4\)It is also practically relevant as the platform has recently experimented, on a limited scale, with some time-varying commissions. One objective is therefore to predict what might happen if this approach was rolled out as a platform-wide feature.

\(^5\)For the majority of sellers the commission charged was 15%. Some larger sellers were charged lower commissions. Current estimation and counterfactuals are based on those that paid 15% commissions; however, all sellers will be included in the next iteration of the paper, and one can also look at counterfactuals that evaluate the effects of this type of cross-seller discrimination in commissions.

\(^6\)As will also be illustrated below, changing the commission structure can also redistribute surplus from buyers-to-sellers or vice-versa. From a platform design perspective what is optimal will therefore also be impacted by whether it is more important to attract additional buyers or sellers to the platform, extensive margins that are not currently considered within the model. This may well depend on the exact nature of the event being considered.
The framework used in the current paper should be regarded as an initial investigation of the approach that shows promising results, with a model that could be extended in several directions. I plan to extend it several directions that will increase the framework’s novelty and its usefulness. Five directions stand out, and I will mention them here partly to highlight several limitations of the current framework that readers should be aware of.

First, as in the OE literature, sellers are assumed to believe that the state of the market, which here will be captured by the inclusive value of the available listings, evolves along a deterministic path, reflecting its ‘average’ path in equilibrium. This assumption is problematic in two respects: (a) the model predicts that the inclusive value should actually evolve stochastically, according to the stochastic arrival and purchase decisions of buyers, and the valuation shocks and price change opportunities received by sellers; and (b) there can be common shocks to the value of listings as news arrives about the performance of the teams evolved (do they have a chance to make the playoffs?, for example) and more prosaic factors such as the weather. The descriptive results here and in Sweeting (2012) both suggest that these factors actually have much smaller (and typically statistically insignificant) effects on prices than might be expected, but it would obviously be good to allow for some unexpected demand shocks within the model. A stochastic process could be handled using the ideas in recent work by Ifrach and Weintraub (2015), where players maximize against a chosen set of moments that describe the current and recent state of the market, rather than exact state that would capture the current prices and valuations of every seller.

Second, the effects of changing commissions on the rates of entry or exit decisions of both buyers and sellers into the market are ignored. This reflects the fact that there is little variation in the current data to identify these margins, but obviously these margins would have important impacts on the profitability of any changes (and could either reinforce or diminish the effects that are found here).

Third, I assume that buyers have logit demand over products, rather than (say) random coefficient demand where some buyers systematically prefer different types of tickets. Allowing for random coefficients of some kind (e.g., two types of consumers with systematically different preferences for tickets of different qualities) is feasible, although would increase the computational costs of solving the model.

Fourth, while the oblivious assumption seems a reasonable behavioral approximation for sellers with a single listing, it would be less appropriate for ticket brokers who list many tickets to the same

---

7This is an overstatement, as I do allow for sellers to delist tickets from Stubhub without being sold and this could be affected by the commission rate, although it will not be under the exact way that delisting is modeled at the moment.
event and may recognize that they can move the market. Indeed, Lee, Roberts, and Sweeting (2012) and Sweeting and Sweeney (2015) look at a set of events where a single seller accounts for almost 50% of transactions in the most desirable tiers of an arena, and around 30% of transactions for the arena as a whole, and provide some evidence that this seller can move the market and that this affects its pricing. For the events analyzed in the current paper there is no seller that is as dominant as this seller, but it would be interesting to extend the current framework to allow for at least some sellers to behave in a more sophisticated way. However, to do so would involve using a different framework to the approaches developed for applying OE to concentrated industries (Benkard, Jeziorski, and Weintraub (2013)) or Ifrach and Weintraub’s ‘moment-based Markov equilibrium’ approach, as these papers assume complete information so that all players are aware of the dominant players’ states. On Stubhub, in contrast, other sellers are not aware of which tickets are owned by larger sellers, and a new equilibrium concept would be required to deal with this informational environment.

Finally, I assume that buyers arrive stochastically and that, after making their decision about whether or what to buy, they exit the market forever. This assumption is typical in most of the revenue management literature, although recent work has allowed for strategic, long-lived buyers, typically in the context of monopoly (e.g., Hörner and Samuelson (2011)). I hope to relax this assumption with better data on the search behavior of individual buyers that should become available. Allowing for strategic buyers will have two effects on the welfare calculations. I will tend to overstate the benefits to lowering earlier prices if some buyers who do not buy then do buy when prices are lower close to the game, but, on the other hand, these buyers likely end up bearing significant search costs which it would be efficient to eliminate.

The structure of the current draft is as follows. The rest of this section discusses some related literature. Section 2 describes some examples that motivate the counterfactuals. Section 3 details the data and several stylized empirical facts that influence the structure of the model. Sections 4 and 5 present the model, and the solution and estimation strategies. Section 6 presents some initial estimates and Section 7 contains an illustrative counterfactual. Section 8 concludes.

The paper is related to several existing literatures. The first literature has been concerned with resale markets for event tickets. The central question in the theoretical literature (e.g., Courty (2003)) concerning these markets is whether it is efficient for secondary markets to exist at all, given that, historically, they have been subject to significant legal restrictions and hostility from primary market sellers, such as concert organizers and sports teams. Leslie and Sorensen (2014) estimate some of these effects, assuming a static model of how the secondary market clears, although allowing for those
people who buy in the primary market to change how much they value tickets before selling them in the secondary market. The current paper will consider the efficiency of how the secondary market clears in a dynamic setting, taking the existence of the market as given. The paper is also related to my earlier work in Sweeting (2012). That paper shows that individual sellers price dynamically and in a way consistent with simple models of revenue management (e.g., Gallego and Van Ryzin (1994), McAfee and Te Velde (2006)), using data on secondary markets for MLB tickets on Stubhub and eBay. It also provides evidence that the price that a particular seller sets has minimal effects on the prices that other sellers set subsequently, consistent with an OE type assumption, but it did not layout an equilibrium framework that could be used for counterfactuals. It also shows that, on eBay, data on buyers is consistent with the buyers who are currently active in the secondary market early on being people to live far away from the stadium and might want to make sure that they have tickets before making complementary investments.

The second literature relates to OE, and includes several papers by Weintraub, Benkard and co-authors laying out the concept in a variety of settings, and providing bounds that allow one to evaluate how much profit an individual firm might be able to gain if it unilaterally deviated from oblivious behavior to taking into account the true state of the industry. There have only been limited empirical applications of oblivious concepts to date (Xu (2008), Qi (2013), Saeedi (2014)). The most-closely related of these applications is Saeedi who uses a stationary OE framework to model the effects of making measures of seller quality available to buyers on eBay. One feature of these models is that it is assumed that players get to make moves in each period. In the current setting, players are observed to change prices infrequently (although the frequency increases as a fixture approaches). This will be interpreted as reflecting the fact that sellers only give the market limited attention and only occasionally consider changing their prices (as suggested by Ellison and Snyder (2014) as being the appropriate model for the sellers of memory chips on Pricewatch.com), and modeled as if sellers receive exogenous opportunities to move as in some of the literature on continuous time games (e.g., Arcidiacono, Bayer, Blevins, and Ellickson (2012)).

The third literature includes papers, including Saeedi’s, that consider the design of platforms where buyers and sellers set prices. Dinerstein, Einav, Levin, and Sundaresan (2014) consider the effects of changing search protocols on eBay and show that a static pricing model, where buyers have consideration sets that are a function of the search results, can explain most of the observed changes in price levels. In the current setting a dynamic, and non-stationary, framework is required because of the perishability of the product being sold, although, as noted previously, I would also like to use the
current framework to consider what would happen if search options were changed. Hammond (2008) and Bauner (2015) also consider platform design on eBay focusing on the types of sales mechanism that sellers can use. Bauner’s paper is connected to the current paper in that it also considers markets for event tickets (using the same data as Sweeting (2012)), although it does not formally use a dynamic equilibrium concept. The particular type of counterfactual considered here, where I consider a change to the commission structure that may affect the path of prices over time, is also connected to the literature on dynamic/intertemporal price discrimination (e.g., Lazarev (2013)). In this literature, market structure is typically monopoly (as in an airline market served by only a single carrier), making the analysis more tractable. In the current paper the focus is on competition between many sellers, but where a platform may try to influence that competition.

2 Motivating Examples

In this paper, I estimate a dynamic equilibrium model in order to understand the possible benefits to adopting a time-varying commission structure. In this section I provide a very simple example to motivate this type of counterfactual.\footnote{A second motivation is that the platform has experimented with some time variation in commissions.}

Suppose that there are two periods, \( t = 1, 2 \), so period 2 is the final period before the fixture. There are three (initially symmetric) sellers, each with one unit to sell, and one potential buyer in each period so if there is a sale in period 1, then there will be two sellers in period 2; otherwise there will be three sellers.\footnote{You get the same qualitative results if the number of second period sellers is fixed at three irrespective of what happens in the first period.} A seller’s value to being left with an unsold unit at the end of the second period is either \( v = v_2 \) or \( v = 0 \) with equal probability. The realized value of \( v \) is revealed to the seller in period 2 but it is not known in period 1, capturing the fact that sellers may not yet know whether they can attend the game or whether they could sell the tickets to friends offline. From the perspective of the potential buyer in period \( t \) the listings are symmetrically differentiated and the utility from buying listing \( j \) is

\[
 u_{jt} = \gamma_t - \alpha_t p_{jt} + \varepsilon_{jt} \tag{1}
\]

where \( \varepsilon_{jt} \) is a standard Type I extreme value (logit) error and \( p_{jt} \) is the listing’s price. In this example I assume that sellers simultaneously set prices each period, although this will not be true in the model that is taken to the data. As a baseline, I assume that the platform charges a commission of 25%
of the sale price when a transaction occurs, and that there are no other fees.\footnote{In the data the platform charged a 10% commission to buyers, a 15% commission to most sellers and a lower commission to the largest sellers.} The counterfactuals in this example involve looking at how changes in the commission structure across periods affect the combined surplus of buyers and sellers, and the revenues of the platform.

Let us begin by assuming that \( v_2 = 0 \) (so that the objective of all sellers is revenue maximization throughout the game), \( \gamma_1 = \gamma_2 = 3 \) and \( \alpha_1 = \alpha_2 = 4.5 \) (i.e., demand is identical in each period). In this case, equilibrium prices in the first period are 0.47, and either 0.32 (no sale in the first period) or 0.39 (sale in the first period) in the second period.

Agent surplus (the sum of expected consumer surplus and seller revenues) is 1.50 (in money units) and expected platform revenue is 0.18. Note that the possibility of selling units in the second period causes sellers to charge a mark-up in the first period. This creates an inefficiency typically associated with third degree price discrimination where some buyers do not buy in the first period even though they would do so at equilibrium prices in the second period. It also hurts the platform because when setting this mark-up sellers fail to internalize the effect on the revenues of the platform. This mark-up and the associated inefficiency can be decreased if the platform charges a higher commission in the second period. When sellers are revenue-maximizing in the second period, a percentage commission has no effect on second period prices, but - by reducing the value of not selling in the first period - it reduces the prices that set in the first period.

In this simple example, a commission structure of 14\% in the first period and 40\% in the second period maximizes combined agent surplus holding platform revenues fixed, increasing surplus by 0.5\%. On the other hand, a commission structure of 16\% in the first period and 39\% in the second period, increases platform revenues by 3\%, while keeping surplus fixed at its baseline level. Note that: (i) the probability that a transaction happens in the first period is high in equilibrium (0.8774), limiting the possibility of increasing sales in the first period; and, (ii) the price decline is much smaller than observed in the data, with both factors suggesting that much larger welfare changes might be observed in the empirical example.

Other possible features of the market can also lead to this type of commission change having greater benefits. As an example, seller uncertainty about \( v \). For example, if it is known in the first period that \( v = 0.4 \) (for sure), then there is no commission structure that can increase both agent surplus and platform revenues above their baseline levels simultaneously. However, suppose that in the first period sellers believe that \( v = 0 \) or 0.8 with equal probability (so that the expected \( v \) is still 0.4). Then in this case, a change in the commission structure to 18\% in the first period and 40\% in the
second period can increase platform revenues by 5.6% (holding agent surplus fixed) or increase surplus by 1% holding revenues fixed (commission structure 16% and 40%). This happens because, when \( v \) is uncertain, option value considerations tend to increase first period prices even further (in this case by just over 5% under the baseline commissions relative to the case when \( v \) is known to be 0.4 with certainty), and once again prices are increased without internalizing the lost surplus of buyers who would purchase at lower prices or the revenues of the platform.

Of course, lowering the first period commission and raising the second period commission can also redistribute surplus from sellers to buyers. Returning to the case where the sellers know \( v = 0 \), the seller’s expected surplus can be increased, holding platform revenues fixed, by raising the first period commission, and lowering the second period commission (this acts to raise first period prices, which, for standard reasons, competing sellers would like to do). For example, a commission structure of (35%, 10%) increases expected seller surplus by 5%, and a commission structure of (40%, 12%) increases platform revenues by 17%, while keeping sellers at their baseline welfare level.

### 3 Data and Motivating Stylized Facts

In section I introduce the data and emphasize several characteristics that motivate the model presented below, specifically: price dynamics and the concentration of sales and price changes at the end of the pricing game (close to the fixture); and, the importance of systematic seller/listing heterogeneity, which one could only hope to capture using something like an ‘oblivious equilibrium’ concept which simplifies the modeling of strategic interactions between sellers.

#### 3.1 Data

The primary datasets are provided by Stubhub, the largest online secondary market for event tickets. Stubhub operates as a platform where sellers list tickets for seats in particular sections and rows at fixed prices, which they are able to change at any point in time. In what follows, a listing will be defined as a set of tickets sold by a seller (identified by an id number) in a particular section and row.\footnote{Note that this involved aggregating across different listing identification numbers in the data where a seller changes price (or another listing characteristic) by ending one listing and creating a new one, almost immediately. If there is a long gap (e.g., several days) between the old listing being removed and a new one being created then I treat the new listing as an entirely new listing. If a seller has two separate listings at the same time for the same fixture, section and row then I count them as a single listing if they have the same prices, and as different listings if they have different prices.}

A feature of Stubhub - which makes it different from eBay - is that seller identities, or information
on seller experience or performance, are not revealed to buyers, with Stubhub providing a guarantee that tickets at least as good as those purchased will be given to the buyer if the seller fails to deliver, thereby removing the need for buyers to be concerned about seller reputation. In one sense, the fact that seller identities are not easily observed provides some justification for adopting an oblivious equilibrium-type of assumption as anonymity makes it difficult for sellers to keep track of how the states/prices of particular other sellers, including some who might be professional ticket brokers, are changing. Shipping fees are set by Stubhub and vary depending on the format of the ticket (electronic or paper), and, for paper tickets, the speed with which they are delivered.

The current draft makes use of data for 15 home regular-season games of two NFL teams in 2012, although most of the stylized facts also hold for all of the other (sports) events that I have looked at. The data comprises three datasets: (i) listings data; (ii) transactions data; and (iii) visit/sale conversion rate data. The transactions data provide information on every sale made on Stubhub: the exact time of the sale (to the second); ticket, seller and buyer id numbers, information about the listing - such as section, row and number of seats purchased; and, price and shipping information. The listings data tells us the characteristics of every available listing (e.g., game; section, row, number of tickets, information on whether a smaller number of tickets can be purchased (e.g., 2 seats from a five seat listing); price; shipping options) when the listing was initially posted and at any point where any of the characteristics of the listing changed. So, for example, there is a new record when a listing is first created; when any or all of the tickets are purchased; when any tickets are added or removed by the seller; or, when there is a price change. Once again, I know the time of the change down to the second. I can use this information to reconstruct exactly what listings were available at any point in time. Listings for seats in boxes/luxury suites and parking passes are excluded. I have added additional data on single-game face values in the primary market.\textsuperscript{12} The visit/sale conversion rate data provides information on the number of visits and the proportion of visits that result in sales as a game approaches, although (in the current draft) these numbers come from a wide range of sports events rather than the specific fixtures used in the rest of the analysis.\textsuperscript{13} The key fact in this data is

\textsuperscript{12}For the NFL teams that I examine, very few single game tickets are made available in the primary market in the weeks leading up to the game. One interesting direction to push the model would be examine interactions between the primary and secondary market in settings where the primary market is not sold out, especially in settings where the event organizer uses some type of dynamic pricing in the primary market.

\textsuperscript{13}In the current data, I also do not know how many visits are by different potential buyers, rather than the same potential buyer visiting multiple times. The data is therefore interpreted as if the visits are by different potential buyers, but I hope to revisit this with better data at some point, which will allow us to get at the role of ‘strategic buyers’, who play an important role in the recent theoretical revenue management literature in both Operations Research and economics (e.g., Horner and Samuelson (2011)). Note, however, that in these papers it is assumed that it is costless for buyers to continuously monitor the market. This is likely a far from reasonable assumption, and the evidence in Sweeting (2012) suggests that actually strategic timing behavior on the part of buyers may simply result in knowledgeable, flexible
that the probability that a visit results in a sale increases steadily from around 0.06 60 days before a fixture, to around 0.08 10 days before a fixture, before increasing to about 0.13 in the final day before the fixture.

3.2 Summary Statistics

Secondary markets for NFL tickets are large, so that there are many observations even though we are only using 15 games. In total there are 69,131 different listings (a seller-section-row combination), for tickets with combined face values over $31.9 million, and 52,962 transactions where 43,606 different buyers pay a total of $26.2 million (excluding shipping fees). The listings are posted by 10,293 different seller (ids) (and there are 7,375 different sellers in the transactions data) so that these markets are unconcentrated by the standards of most markets considered by IO economists, although there are some larger sellers, with one seller involved in 990 transactions for a single game (the average number of transactions per game is over 3,530). In the model, all listings will be modeled as having different sellers, although some parameters will be allowed to vary in order to capture the fact that large sellers do behave somewhat differently to small ones (in particular, they change prices more often and more likely to revenue-maximizing with little value of being left with tickets are game-time).

Table 1 contains some summary statistics on the data, based on transactions. Columns (2)-(5) are based on the tickets that are actually purchased, whereas columns (6)-(9) are based on all of the listings that appear in the buyer’s choice set, which is defined as including any listing from which the buyer could have purchased the same number of tickets that she actually purchased, taking into account any restrictions imposed by sellers on selling subsets of tickets from their listings.\(^\text{14}\)

On average, a transaction takes place one month before a fixture. However, as illustrated in Figure 1, transaction times are skewed, so that one half of transactions happen within two weeks of the fixture, and around one quarter of transactions occur in the last three days. The model will be estimated focusing on the last 50 days, when almost 80% of all of the transactions occur. There are some differences in when transactions occur for different numbers of tickets: for example, 40% of purchases of two seats happen in the last week before the game, compared with only 27% of six ticket purchases. This difference will likely reflect in part the fact that a large group will likely have to make more complementary investments to attend an event (e.g., coordinating travel plans), which will tend

\(^{14}\)So, for example, if we consider a transaction where 6 tickets were purchased, the choice set would include all of the listings with exactly six seats that were were available when the transaction took place, plus listings with more than six seats from which exactly six seats could have been purchased.
Table 1: Summary Statistics for 55,101 Transactions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Purchased Tickets</th>
<th>All Listings in Choice Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days Before Game</td>
<td>29.3</td>
<td>38.5</td>
</tr>
<tr>
<td>Size of Choice Set</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Ticket Characteristics**

<table>
<thead>
<tr>
<th></th>
<th>Purchased Tickets</th>
<th>All Listings in Choice Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Middle Tier</td>
<td>0.14</td>
<td>0.35</td>
</tr>
<tr>
<td>Upper Tier</td>
<td>0.47</td>
<td>0.50</td>
</tr>
<tr>
<td>Front Row of Section</td>
<td>0.03</td>
<td>0.18</td>
</tr>
<tr>
<td>Row Number</td>
<td>16.0</td>
<td>9.95</td>
</tr>
<tr>
<td>Number of Seats Purchased</td>
<td>2.8</td>
<td>1.6</td>
</tr>
<tr>
<td>Number of Seats Available</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Price ($ per seat, no shipping)**

<table>
<thead>
<tr>
<th></th>
<th>Purchased Tickets</th>
<th>All Listings in Choice Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face Value</td>
<td>129.61</td>
<td>93.70</td>
</tr>
<tr>
<td>Sale Price</td>
<td>180.42</td>
<td>145.35</td>
</tr>
<tr>
<td>Listing Price</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Shipping**

<table>
<thead>
<tr>
<th></th>
<th>Purchased Tickets</th>
<th>All Listings in Choice Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic download</td>
<td>0.63</td>
<td>0.48</td>
</tr>
<tr>
<td>Fedex/UPS</td>
<td>0.24</td>
<td>0.47</td>
</tr>
<tr>
<td>Last Minute</td>
<td>0.03</td>
<td>0.16</td>
</tr>
</tbody>
</table>
Figure 1: Timing of Transactions and Choice Set Size as a Fixture Approaches
to require more forward planning.

The size of the available choice sets also vary with the size of the purchase: on average, someone buying two seats has, on average, 1,022 listings to choose from, whereas someone buying six seats has only 248 options to consider.\textsuperscript{15} The size of choice sets also differs systematically over time, creating another source of dynamics and also suggesting that it might be possible to increase buyer surplus by encouraging more transactions in the weeks leading up to the event when there is greater product variety. Figure 1 also shows how the average size of the choice set varies with the time until the fixture for a buyer purchasing two seats. On average, the size of the choice set is 42% larger twenty days before the game than four days before the game. The decline in the size of the choice set reflects both the fact that as transactions occur the stock of available listings necessarily decreases, but also the fact that as a fixture approaches listings may be delisted without being sold. One reason for this is that listings have to be delisted when their shipping options do not provide enough time for them to be delivered to the seller (for example, no paper tickets being shipped by Fedex and UPS are not available within 3 days of the fixture, whereas tickets being provided for Last Minute delivery are available right up until the game), but many sellers also delist their tickets voluntarily before this point, which could reflect sales being made on other online platforms, offline sales or a decision on the part of the seller that they will attend the game themselves. Delisting will also be allowed for in the model below.

All of the games in the sample are played in stadia with three tiers, with most of the purchased and listed tickets being available in the upper and lower tiers. On average, prices are higher in the lower and middle tiers (average transaction price is $243 per seat, compared with $140 in the upper tier). The average size of a transaction is 2.8 seats, with purchases of two and four seats accounting for 57% and 17% of transactions respectively. Sale prices vary widely, with the average sale price (excluding shipping and the buyer’s commission), being 40% above face value. Shipping options can be important to sellers, and also affect prices (electronic download is the cheapest at $4.95, while Fedex can cost as much as $25 per transaction depending on whether next day delivery is required). Some tickets are supplied to Stubhub by sellers in which case they can be sold up to game time and collected from a location close to the stadium. On average, and without controlling for ticket characteristics, sale prices are significantly lower than the average list price of a ticket in the buyer’s choice set, while purchased tickets are much more likely to be delivered electronically, partly because they are more

\textsuperscript{15}The large size of these choice sets would also make it relevant to think about the effects of search tools or other platform changes that might effect consumer demand. Currently the default sort order is lowest price first, which helps to explain why demand looks so elastic.
likely to be available close to the game.\textsuperscript{16} As we will see below, the estimated demand model, where ticket characteristics are controlled for, also shows that demand is highly price-elastic partly reflecting the fact that the default ranking on Stubhub, at least during this period of time, is ‘lowest price first’.

### 3.3 Price Dynamics

As mentioned in the Introduction, in these markets most transactions take place when prices are low close to the game. I illustrate the changes in prices using a regression framework

\[
p_{ift} = X_{ift}\beta + FE_{ift} + \varepsilon_{ift}
\]

where the price variable is the price of a listing divided by face value (here, the price excludes shipping and the buyer’s commission), and the \(X\) variables contain listing characteristics (where applicable) together with dummies measuring the number of days until the game (0 to 1 days before the game excluded). The fixed effects vary according to the specification. The coefficient estimates are presented in Table 2.

The coefficients from columns (1) and (2) are based on regressions with fixture fixed effects, for either available listings (one observation per listing-day where we use the listing’s price at the beginning of the day) or transactions, where we control for observable ticket characteristics (number of seats purchased/available, section, row characteristics, tier etc.).

To control for team performance I include, for each team, dummies for whether the season is actually underway and then linear and quadratic terms that measure the number of weeks into the season. In none of the specifications below are these coefficients are significant. This may seem surprising, but in other analysis using secondary market data I also find at most very small effects on price of a variety of team performance measures (e.g. games back or games ahead in division, sports book odds of the team reaching the playoffs) in both MLB (Sweeting (2012)) or indoor sports (NBA/NHL) (Sweeting and Sweeney (2015)), once fixture fixed effects are controlled for.\textsuperscript{17}

The time coefficients indicate that prices fall very significantly as a game approaches. For listings, average prices fall by 52% of face value in the 40 days before the fixture, with a 36% (of face) decline in the last two weeks. Transaction prices fall 44% in the last two weeks with statistically weak evidence

\textsuperscript{16}There is a further distinction between electronic tickets that are available for instant download and ones that are not available for instant download. Instant download tickets can remain listed until closer to the game and may also be more attractive for consumers making last minute purchases.

\textsuperscript{17}Of course, team performance could affect demand even if it has small effects on prices. Once hourly data on customer visit rates for each game is available this information it will be straightforward to test whether this is important.
of a small decline prior to that point. The characteristics coefficients (not reported) also indicate that there is lot of heterogeneity in prices even when the price is normalized by face value: for example, tickets in the front three rows of a section tend to sell for 20% of face value more than a fourth row seat, and 30% more than a 14th row seat. In column (3), I repeat the listings regression with game-section fixed effects, and find a similar price decline to column (1).

One can also look at how the prices of individual listings change, as the regressions in columns (1) and (3) partly reflect a composition effect as the set of listings that are available changes (in particular, cheap listings tend to be sold and so disappear from the sample, so that at least part of the composition effect tends to increase the price of available tickets as a game approaches). In this data, over 85% of observed price changes are price reductions. In column (4), I repeat the regression in column (3), but include seller-fixture-section-row (i.e., listing) fixed effects, so that the coefficients describe how the prices of listings that experience price changes, change. Here we see that sellers cut prices even more dramatically than the results in columns (1) and (3) suggest, with prices being lowered by more than 20% of face value from 40 days before the fixture to 20 days before the fixture, and falling by around 55% of face value in the last 20 days.

Obviously, these regressions measure mean price changes and one could imagine that the decline might be driven primarily by a collapse in the prices of very cheap tickets. As evidence on how the entire distribution of prices changes when a fixture approaches. Table 3 reports the results when we estimate the quantile regression equivalent of the model in column (1), for the 10th, 25th, 50th, 75th and 90th percentiles of the price distribution. In all cases prices fall significantly as a game approaches, indicating that it is not only very low prices that tend to fall.

One feature of the model presented below is that it allows for different sellers to have systematically different values of being left with listings unsold when the fixture takes place or they are no longer able to list their tickets because their shipping options would not allow delivery, so that sellers will tend to set a range of prices for similar tickets. To show that this is a feature of the data, I first calculate the residuals from the listing price regression in the first column of Table 2, which provides a measure of price that controls for listing characteristics. Figure 2 shows a plot that shows these residuals plus the relevant time effect (as a normalized price measure) for a random sample of individual listings to a particular game in a set of sections with face value $155. As can be seen the typical pattern is that listings that are high/low in the price distribution tend to remain high/low in the price distribution even when they change prices. Close to the game, price decline predominate, whereas earlier on there is a mixture of price declines for some listings and price increases for others, suggesting that
Figure 2: Price Paths for a Sample of Listings with Face Value $155 for One Game
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heterogeneous and time-varying seller valuations of keeping hold of tickets may be important. These can be captured in the model below.

Note that a very small fraction of listings (less than 2%) change their prices automatically (an example can be seen at the top of Figure 2), as the seller selects an automatic, linear price decline, which reduces the price, usually every day, while the listing remains unsold. Excluding these listings does not change any of the basic results described above, and these listings are excluded from the analysis below, although it is perhaps an open question why this option is not used by more sellers given that the tendency to cut prices is so strong.

A very strong assumption in the model will be that sellers correctly predict how the market is going to evolve, and I estimate this predicted evolution by pooling fixtures (note that there will be a game fixed effect to account for some differences in levels across events). One simple test of how this is appropriate is to look at whether price-cutting behavior is similar across markets. I have therefore repeated the seller-fixture-section-row fixed effects regressions for each fixture separately, with more aggregated time dummies, specifically, 2-7 days to go, 8-16 days to go, 17-30 days to go and 31 plus. For all fixtures, the price declines are economically and statistically significant.\(^{18}\) The mean decline in from 2-7 days to 0-1 days is 36% of face value, with a std. deviation of 16%, and a range of 21% to 72%. The mean decline from 31 plus to 2-7 is 43% of face value with a std. deviation of 18%. Obviously these results suggest that cutting prices are systematic, but that there is also some heterogeneity across games. In later drafts, I would like to capture some of this heterogeneity using a more flexible assumption about how expectations of either aggregate demand or the state of the market evolve, following Ifrach and Weintraub (2015). However, one difficulty in doing this is that factors that one might have hoped would drive different declines - such as shocks to team performance - have remarkably little effect in this data.

4 Model

4.1 Overview

Consider the pricing game played by sellers for a particular fixture \(f\). They play a discrete time game with a finite horizon. The time periods, \(t = 1, ..., T\), correspond to hours prior to the fixture, where \(T\) is the final period. Empirically I allow for different types of sellers, differing, for example, in their

\(^{18}\)Statistical significance is based on standard errors that cluster on the section, as the previous form of clustering, on the fixture, is no longer available when the specification is estimated for each fixture separately.
Table 2: Descriptive Price Regressions: all standard errors are clustered on the fixture

<table>
<thead>
<tr>
<th>Days to Fixture Listings (0-1 excluded)</th>
<th>(1) Transactions Fixture FEs</th>
<th>(2) Listings Fixture FEs</th>
<th>(3) Listings Fixture-Section FEs</th>
<th>(4) Listings Slr-Fix.-Section-Row FEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-4</td>
<td>0.123*** (0.025)</td>
<td>0.194*** (0.051)</td>
<td>0.135*** (0.026)</td>
<td>0.170*** (0.027)</td>
</tr>
<tr>
<td>5-7</td>
<td>0.243*** (0.033)</td>
<td>0.315*** (0.052)</td>
<td>0.260*** (0.037)</td>
<td>0.317*** (0.038)</td>
</tr>
<tr>
<td>8-10</td>
<td>0.330*** (0.036)</td>
<td>0.418*** (0.066)</td>
<td>0.351*** (0.041)</td>
<td>0.407*** (0.040)</td>
</tr>
<tr>
<td>11-13</td>
<td>0.362*** (0.049)</td>
<td>0.438*** (0.069)</td>
<td>0.384*** (0.054)</td>
<td>0.455*** (0.051)</td>
</tr>
<tr>
<td>14-16</td>
<td>0.371*** (0.055)</td>
<td>0.463*** (0.077)</td>
<td>0.394*** (0.060)</td>
<td>0.484*** (0.053)</td>
</tr>
<tr>
<td>17-19</td>
<td>0.388*** (0.059)</td>
<td>0.426*** (0.072)</td>
<td>0.412*** (0.063)</td>
<td>0.512*** (0.057)</td>
</tr>
<tr>
<td>20-22</td>
<td>0.401*** (0.061)</td>
<td>0.410*** (0.084)</td>
<td>0.427*** (0.065)</td>
<td>0.540*** (0.059)</td>
</tr>
<tr>
<td>23-26</td>
<td>0.421*** (0.060)</td>
<td>0.450*** (0.081)</td>
<td>0.447*** (0.063)</td>
<td>0.569*** (0.059)</td>
</tr>
<tr>
<td>27-30</td>
<td>0.438*** (0.058)</td>
<td>0.473*** (0.083)</td>
<td>0.464*** (0.060)</td>
<td>0.597*** (0.057)</td>
</tr>
<tr>
<td>31-35</td>
<td>0.447*** (0.057)</td>
<td>0.453*** (0.088)</td>
<td>0.474*** (0.059)</td>
<td>0.626*** (0.055)</td>
</tr>
<tr>
<td>36-40</td>
<td>0.444*** (0.059)</td>
<td>0.415*** (0.088)</td>
<td>0.472*** (0.060)</td>
<td>0.645*** (0.056)</td>
</tr>
<tr>
<td>41+</td>
<td>0.517*** (0.076)</td>
<td>0.453*** (0.095)</td>
<td>0.553*** (0.073)</td>
<td>0.763*** (0.066)</td>
</tr>
</tbody>
</table>

Other controls: Number of seats, section, row, face value, shipping team-time/season

Obs. over 3.1 m. listing-days 52,366 over 3.1 m. listing-days over 3.1 m. listing-days
Table 3: Descriptive Price Regressions - Quantiles: NB. SEs are not clustered.

<table>
<thead>
<tr>
<th>Days to Fixture (0-1 Excluded)</th>
<th>(1) 10th Percentile</th>
<th>(2) 25th Percentile</th>
<th>(3) 50th Percentile</th>
<th>(4) 75th Percentile</th>
<th>(5) 90th Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-4</td>
<td>0.129***</td>
<td>0.134***</td>
<td>0.148***</td>
<td>0.156***</td>
<td>0.160***</td>
</tr>
<tr>
<td></td>
<td>(0.00575)</td>
<td>(0.00547)</td>
<td>(0.00647)</td>
<td>(0.00981)</td>
<td>(0.0137)</td>
</tr>
<tr>
<td>5-7</td>
<td>0.257***</td>
<td>0.264***</td>
<td>0.266***</td>
<td>0.272***</td>
<td>0.264***</td>
</tr>
<tr>
<td></td>
<td>(0.00609)</td>
<td>(0.00501)</td>
<td>(0.00701)</td>
<td>(0.00979)</td>
<td>(0.0140)</td>
</tr>
<tr>
<td>8-10</td>
<td>0.369***</td>
<td>0.354***</td>
<td>0.340***</td>
<td>0.340***</td>
<td>0.328***</td>
</tr>
<tr>
<td></td>
<td>(0.00635)</td>
<td>(0.00528)</td>
<td>(0.00653)</td>
<td>(0.00869)</td>
<td>(0.0116)</td>
</tr>
<tr>
<td>11-13</td>
<td>0.410***</td>
<td>0.393***</td>
<td>0.379***</td>
<td>0.369***</td>
<td>0.347***</td>
</tr>
<tr>
<td></td>
<td>(0.00628)</td>
<td>(0.00549)</td>
<td>(0.00556)</td>
<td>(0.00966)</td>
<td>(0.0147)</td>
</tr>
<tr>
<td>14-16</td>
<td>0.432***</td>
<td>0.416***</td>
<td>0.402***</td>
<td>0.388***</td>
<td>0.358***</td>
</tr>
<tr>
<td></td>
<td>(0.00629)</td>
<td>(0.00513)</td>
<td>(0.00536)</td>
<td>(0.00834)</td>
<td>(0.0127)</td>
</tr>
<tr>
<td>17-19</td>
<td>0.449***</td>
<td>0.427***</td>
<td>0.409***</td>
<td>0.390***</td>
<td>0.363***</td>
</tr>
<tr>
<td></td>
<td>(0.00518)</td>
<td>(0.00462)</td>
<td>(0.00585)</td>
<td>(0.00727)</td>
<td>(0.0111)</td>
</tr>
<tr>
<td>20-22</td>
<td>0.469***</td>
<td>0.444***</td>
<td>0.427***</td>
<td>0.414***</td>
<td>0.383***</td>
</tr>
<tr>
<td></td>
<td>(0.00705)</td>
<td>(0.00560)</td>
<td>(0.00471)</td>
<td>(0.00833)</td>
<td>(0.0137)</td>
</tr>
<tr>
<td>23-26</td>
<td>0.486***</td>
<td>0.460***</td>
<td>0.442***</td>
<td>0.428***</td>
<td>0.403***</td>
</tr>
<tr>
<td></td>
<td>(0.00554)</td>
<td>(0.00438)</td>
<td>(0.00548)</td>
<td>(0.00863)</td>
<td>(0.0126)</td>
</tr>
<tr>
<td>27-30</td>
<td>0.497***</td>
<td>0.469***</td>
<td>0.451***</td>
<td>0.440***</td>
<td>0.419***</td>
</tr>
<tr>
<td></td>
<td>(0.00673)</td>
<td>(0.00496)</td>
<td>(0.00561)</td>
<td>(0.00771)</td>
<td>(0.00989)</td>
</tr>
<tr>
<td>31-35</td>
<td>0.510***</td>
<td>0.483***</td>
<td>0.461***</td>
<td>0.447***</td>
<td>0.428***</td>
</tr>
<tr>
<td></td>
<td>(0.00591)</td>
<td>(0.00537)</td>
<td>(0.00631)</td>
<td>(0.00776)</td>
<td>(0.0131)</td>
</tr>
<tr>
<td>36-40</td>
<td>0.512***</td>
<td>0.488***</td>
<td>0.469***</td>
<td>0.462***</td>
<td>0.433***</td>
</tr>
<tr>
<td></td>
<td>(0.00628)</td>
<td>(0.00479)</td>
<td>(0.00571)</td>
<td>(0.00790)</td>
<td>(0.0128)</td>
</tr>
<tr>
<td>41+</td>
<td>0.517***</td>
<td>0.498***</td>
<td>0.483***</td>
<td>0.472***</td>
<td>0.446***</td>
</tr>
<tr>
<td></td>
<td>(0.00626)</td>
<td>(0.00456)</td>
<td>(0.00580)</td>
<td>(0.00817)</td>
<td>(0.0128)</td>
</tr>
</tbody>
</table>

Other controls: Number of seats, section, row, face value, shipping, game, team-time effects

Obs. 559,426 (50% sample of listing-days in the last 50 days)
experience (a proxy for whether they are a ticket broker) and the shipping options of their tickets, and many of the parameters of the model can be allowed to differ across types. However, I will present the model as if there is only one type to economize on notation. There are a set of sellers, $S_f$, who enter the market exogenously. Sellers can differ in the quality of their tickets ($\mu_j$) and the shipping options associated with their tickets ($ship_j$), which are fixed attributes. The time-varying state variables of a seller are: the quantity of tickets (i.e., seats) they have left to sell ($q_j$); their perceived value of being left with tickets at the end of the game ($v_j$, which is a per ticket value); and their current price ($p_j$). The control/policy variable of each seller is its price. Sellers receive a payoff that is equal to their revenues from selling tickets (net of commissions and shipping); the value of tickets left unsold at the end of the game; and, a payoff they receive if their tickets are delisted without being sold.

### 4.2 Timing

Within each period, there are three types of events that occur in the following order, so one can think of each of these events as happening in its own sub-period.

1. **Price change opportunities**: incumbent sellers stochastically receive a price change opportunity with probability $\lambda_t$. When they receive a price change opportunity they also receive an updated signal on their value to being left with tickets $v_j$ (as explained below, this allows us to explain any price that is chosen by a particular realization of $v$). The conditional cdf of $v_{jt}$ is $F_t(v_{jt}|v_{jt-1})$ where $v_{jt-1}$ is the value that $v$ had in the previous period, but it may have been received many periods previously. $F_t$ is strictly increasing in the sense that $F_t(v|v') > F_t(v|v'')$, for all $v, t, v'' > v'$, so that a higher perceived value today is more likely to be associated with a higher perceived value when a new price change opportunity arises. A new seller has an opportunity to set its price as soon as it enters.

2. **Delistings without sale**: tickets may be delisted because they are sold elsewhere or the seller decides to go to the game rather than selling it in the secondary market. Therefore delisting is likely to be a function of $v_j$. In the current draft I assume a particular model for delisting so that the possibility of being delisted has no direct effect on pricing behavior on Stubhub. Specifically, I assume that what happens is that someone who knows the seller’s state approaches the seller and makes the seller a take-it-or-leave-it offer to buy all of the tickets in the seller’s listing at a price equal to seller’s valuation of keeping his tickets listed on Stubhub, at a price that the seller would be able to set immediately if he rejected the offer. The probability that this event occurs is modeled using

---

19 In practice we can only consider a limited number of time periods (50 days in this draft), so we assume that all sellers who arrived before this date, first arrive in period 1 and set prices in that period.

20 This formulation would make sense if we think of a price change opportunity as arising whenever a seller thinks
as a logit function, \( H_t(\mu_j, q_j, v_j) \).

3. **Consumer demand is realized.** A potential buyer \( i \) who arrives on the site (specifically the buy page of the game), receives the following utility if she buys listing \( j \)

\[
u_{ijt} = x_j \beta - \alpha_t \log p'_{jt} + ship_j \beta_{t}^{\text{ship}} + \varepsilon_{ijt}
\]

where \( p'_{jt} \) includes the commission paid by buyers, and the \( ship \) variable captures the non-price effect of shipping options. If she buys nothing, she receives utility

\[
u_{ijt} = \gamma_t + \gamma_f + \varepsilon_{0it}
\]

Many potential buyers may arrive during a period. The realized number of buyers is given by a Poisson distribution, with a time-varying parameter, and each buyer is interested in a particular number of tickets and only considers listings that allow him to buy this number of seats (which in practice will mean all listings that have more than the desired number).\(^{21}\) The inclusive value of the available listings for a given number of seats can be expressed as

\[
I_{qt} = \log \left( \sum_{j \text{ has } q \text{ seats}} \exp(x_j \beta - \alpha_t \log p_{jt} + ship_j \beta_{t}^{\text{ship}}) \right)
\]

and will play an important role in what follows.

### 4.3 Dynamic Pricing Problem of an Individual Seller

Define \( V_{t+1}(q_t, v_t, p_t) \) as the seller’s value at the beginning of the next period, where \((q_t, v_t, p_t)\) are the inherited values of the state variables from period \( t \). I now work backwards through period \( t \) to derive the seller’s value, \( V_t(q_{t-1}, v_{t-1}, p_{t-1}) \). Let \( V_t^2, V_t^3 \) denote the seller’s value immediately prior to the second and third sub-periods described in the previous sub-section. Note that the seller’s value also depends on the expected path of the inclusive values, \( I_t \), which the seller will assume he cannot affect, as well as the seller’s time invariant characteristics.

3. **Prior to demand.** The probability that a buyer, who wants \( q \) seats and has listing \( j \) in her about his Stubhub listing, as receiving an offer would likely trigger this type of consideration. However, the assumption is primarily for convenience.

\(^{21}\) For reasons that will be explained below, I only consider buyers who are interested in buying an even number of tickets, and I also restrict attention to listings that initially have an even number of seats. I assume that it is always possible to buy a smaller even number of tickets from listings with an even number of tickets, which is typically true in the data. For example, over 90% of observed listings with 6 seats would allow people to buy 2 or 4 seats from the six.
choice set, would choose $j$ will be assumed to be equal to\textsuperscript{22}

$$\frac{\exp(x_j\beta - \alpha_t \log p_{jt} + ship_j \beta^{ship}_t)}{\exp(x_j\beta - \alpha_t \log p_{jt} + ship_j \beta^{ship}_t) + \exp(\gamma_t + \gamma_f) + \exp(I_{qt})}$$

(6)

To define the value function, what is more useful is to define a function that gives the probability that the listing will $q_t$ seats left at the end of the sub-period when it began with $q_{t-1}$, taking into account that many potential buyers, with different demands, may arrive. This will be denoted $G_t(q_t|p_t, q_{t-1}, I_t)$ where it should be understood that $I_t$ is a vector. Then,

$$V^3_t(p_t, q_{t-1}, v_t) = \sum_{q_t} \{p''_t(p_t)(q_{t-1} - q_t) + V_{t+1}(q_t, v_t, p_t)\}G_t(q_t|p_t, q_{t-1}, I_t)$$

(7)

where $p''_t$ is the money, per ticket, that the seller actually receives when a sale is made at price $p_t$. In the final time period,

$$V^3_T(p_t, q_{t-1}, v_t) = \sum_{q_T} \{p_T(q_{T-1} - q_T) + v_Tq_T\}G_t(q_T|p_T, q_{T-1}, I_T)$$

(8)

2. Prior to delisting. Given my simple model of delisting,

$$V^2_t(p_t, q_{t-1}, v_t) = H_t(\mu_j, q_{t-1}, v_t)V^3_t(p^*_t, q_{t-1}, v_t) + (1 - H_t(\mu_j, q_{t-1}, v_t))V^3_t(p_t, q_{t-1}, v_t)$$

(9)

where $p^*_t$ is the optimal price given the seller’s state.

1. Prior to changing price. In the first sub-period a new realization of $v_t$ and the possibility of changing price arises with time-varying probability $\lambda_t$. $V_t$ is therefore

$$V_t(p_{t-1}, q_{t-1}, v_{t-1}) = \lambda_t \int \max_{p_t} \{V^2_t(p_t, q_{t-1}, v_t)\}f_t(v_t|v_{t-1})dv_t + (1 - \lambda_t)V^2_t(p_{t-1}, q_{t-1}, v_{t-1})$$

(10)

$$= \lambda_t \int \max_{p_t} \{V^2_t(p_t, q_{t-1}, v_t)\}f_t(v_t|v_{t-1})dv_t + ...$$

(11)

$$+ (1 - \lambda_t)H_t(\mu_j, q_{t-1}, v_t)\max_{p_t} \{V^3_t(p_t, q_{t-1}, v_t)\} + (1 - \lambda_t)(1 - H_t(\mu_j, q_{t-1}, v_t))V^3_t(p_t, q_{t-1}, v_t)$$

Here we see that the assumptions about delisting mean that $V^1$ can be expressed in terms of $V^3$ terms that have already been calculated.

\textsuperscript{22}This is, of course, an approximation, as the inclusive value will itself be a function of the listing’s own price. However, assuming this form greatly simplifies computation, and the quality of the approximation should increase as the number of other listings increases.
4.4 Non-Stationary Equilibrium

I now introduce the equilibrium concept. A seller’s strategy consists of a pricing policy in each time period as a function of its state.

Definition 1 Oblivious non-stationary equilibrium (ONSE). An equilibrium comprises, (i) for each seller type, a pricing strategy that maximizes its value, in each state, given a commonly perceived path for $I_t, \hat{I}_t$; and (ii) a perceived path for $\hat{I}_t$ that is equal to the expected (i.e., average) path of $I_t$ given the parameters of the model, the distribution of sellers’ initial valuations $v$ and quantities, and sellers’ pricing strategies.

It is by using this concept that the model is tractable to both solve and estimate. However, even with this assumption, estimation much simpler when the seller’s optimal price is a strictly increasing function of the unobserved state $v$ as, in this case, I can, for a given guess of the parameters, invert the pricing functions to recover $v$ exactly. Without this feature one would have to integrate out over the possible paths of $v_t$, for example using simulation.

While monotonicity of the optimal price in $v$ seems an intuitive condition, similar to the condition that a firm’s optimal price in a one-shot model is increasing in its marginal cost, it can fail in the dynamic model considered here when sellers have multiple units. To understand why this can happen, consider a simple example. Suppose that there are only two periods and that the seller, who begins with two seats, can choose its price in each period. Suppose also that in the first period, a significant number of potential buyers want a single ticket, whereas in the second period buyers are only interested in buying pairs. A seller with a high per-ticket $v$ may be willing to sell a single ticket in the first period, whereas a seller with $v = 0$, who is trying to maximize her total revenues, may prefer to set a high price in the first period so that she knows she will have a product that she can sell in the second period.

When trying to estimate the model allowing for any integer number of tickets and any integer number of purchases, I found examples of non-monotonicity that seemed systematically to originate in this type of possibility. This problem partly reflects another limitation of the model: in reality, sellers can impose restrictions on whether a subset of tickets can be sold, but this feature is not allowed in the model as it introduces a combinatorial element that would be very difficult to handle. To move forward, I therefore restricted myself to considering inventories with even numbers of seats, and purchases involving even numbers of tickets, and verifying, as part of the computational algorithms for
solving and estimating the model, that monotonicity holds.\footnote{Looking at purchases of \{2,4,6\} seats, a convenient pattern in the data is that as a fixture approaches the proportion of two seat purchases tends to increase, as does the proportion of four seat purchases relative to the proportion of six seat purchases. This reduces the problem that a low \(v\) seller might want to high to avoid being left with an unsellable smaller number of seats.} This is a simplification, but as around 80\% of inventories begin as even numbers and around 80\% of purchases are for even numbers, it does not do too much violence to the data. Formally showing conditions under which pricing functions are always monotonic under restrictions of this type is one of the next steps for this research.

5 Solving and Estimating the Model

In this section I describe how the model is solved (for counterfactuals) and estimated (to recover the parameters of the model, and initial distribution of \(v\)s for sellers). Estimation of some parameters requires the solution of an individual seller’s dynamic programming problem.

5.1 Solution Method

The model is solved via an iterative process. Assume that I know the functions \(F_t\) and \(H_t\); the initial value of \(q_t\) and \(v_t\) for sellers arriving in the market (and their arrival time if they are not present in period 1); and the arrival rate of price/v change opportunities. The iterative process is as follows:

1. Preliminaries.

   (a) Guess an initial timepath for each \(\hat{I}^{iter=0}_{t,q}\) where \(q\) is the number of available tickets in the listing;

   (b) Take a large number (\(S\)) of simulation draws for all of the stochastic events in the model (e.g., price changes opportunities for each seller);

   (c) Specify tolerances, (\(\epsilon_I, \epsilon_P\)), that will be used to evaluate whether the model has converged; and,

   (d) Form an approximation to the \(G_t\) function for a range of different values of \(I_t\) for each \(t\). This step is computationally intensive so it makes sense to only do it once and then interpolate to get values for a specific \(I_t\). Recall that \(G_t\) reflects the probability that a seller sells a specific number of tickets (or pairs of tickets, given my restriction) given an initial \(q\), \(\mu\) and \(p\). To calculate the exact probability of a particular quantity transition is not feasible (as many as 100 potential buyers may arrive in some hours), so instead I use simulation with the exception that I can calculate outcomes associated with no buyers or exactly one buyer entering the market analytically. I use 10,000 simulations (for each
hour) of the arriving customers and their purchase decisions for cases where more than two buyers enter the market, and calculated simulated probabilities of sale for the \((\mu, q, p, I, t)\) grid. The same draws are used for all \((\mu, q, p, I)\) for a given \(t\) in order to ensure that the probability that at least a given quantity of tickets is sold is increasing in \(\mu\) and decreasing in \(p\).

Note that in the current solution procedure, the majority of the computational time is taken in this step, both because of the size of the grid and the number of simulations that have to be taken. The complexity of this simulation is also one reason why I do not try to include strategic buyers, who could optimal time their purchases, in the model. With strategic buyers, sale probabilities would be a function of the entire time path of \(I\)s, rather than just the contemporaneous \(I\)s and computing sale probabilities with much higher dimensions is computationally infeasible.

Then on iteration number \(k\),

(a) given the path \(\hat{I}_{t^{\text{iter}}=k}\), solve for the dynamic programming problem for each type of seller to get the optimal pricing strategies. The problem is solved - for each type and for each period - on a grid of values \((\mu, v, q, p)\). I use 21 grid points for \(\mu, q\) can take on values \(\{2, 4, 6, 8, 10\}\), and I use 57 points for \(v\) (ranging from \(-$200\) to \($1000\)) and 83 points for \(p\) (ranging from \($1\) to \($2000\), with uneven spacing so that there are more points up to \($800\) which is where I observe most of the prices).\(^{24}\) \(v\) and \(p\) are continuous, so I integrate out over possible values of \(v\) in the next period using the trapezium method, and then find the optimal price where the value function associated with different prices is approximated using a cubic spline. The resulting policy function is \(p^*,\text{iter}=k(\mu, v, q)\).

(b) simulation to calculate a new path \(\hat{I}_{t^{\text{iter}}=k'}\). For each set of simulation draws, I can simulate what happens using the simulation draws, the optimal policy functions, and the \(G_t\) function to simulate a history of each listing. These paths can then be used to calculate a path of \(I\) for each simulation draw, and \(\hat{I}_{t^{\text{iter}}=k'}\) is simply the average across simulation draws.

(c) if \(\max \frac{|\hat{I}_{t^{\text{iter}}=k'} - \hat{I}_{t^{\text{iter}}=k}|}{1 + |\hat{I}_{t^{\text{iter}}=k}|} < \epsilon_I\) and \(\max \frac{|p^*,\text{iter}=k(\mu, v, q) - p^*,\text{iter}=k(\mu, v, q)|}{1 + |p^*,\text{iter}=k(\mu, v, q)|} < \epsilon_P\), stop. Otherwise update \(\hat{I}_{t^{\text{iter}}=k+1} = \hat{I}_{t^{\text{iter}}=k} + \frac{\hat{I}_{t^{\text{iter}}=k'} - \hat{I}_{t^{\text{iter}}=k}}{\gamma_1(k^{1/2}) + \gamma_3}\) and continue to the \(k + 1^{th}\) iteration. Currently \(\gamma_1 = 5\), \(\gamma_2 = 0\) and \(\gamma_3 = 0\).

\(^{24}\)Given free disposal, one might disagree with allowing negative values for \(v\). However, in the data some listings, with prices below the level that would maximize expected revenues, can only be rationalized with negative \(v\)s, and, at least a long time before the game, a negative \(v\) might be interpreted as being a revenue-maximizing seller who has some cost to maintaining his on Stubhub so is willing to accept a lower price.
5.2 Estimation

Estimation proceeds in several steps where I aim to recover as many parameters as possible without solving the dynamic programming problem. When we do have to solve the DP, the assumptions lead to a relatively convenient expression for the likelihood. Joint estimation would certainly be more efficient, and some joint estimation may be required with richer formulations of the model.

The steps are as follows.

5.2.1 Step 1: Buyer Demand, Inclusive Values and Buyer Arrival Rate

The data consists of very detailed (second-by-second) data on what was available each second to a buyer who wants a particular number of seats, details on exactly when transactions occurred and what was purchased, and much coarser estimates (based on a wider range of sports events in the same year as the events used in estimation) of the probability that a visit to the Stubhub buy page for the event resulted in a sale as a function of the number of hours until the fixture. Given that the different nature of the demand data that can be used, it makes sense to further separate estimation into stages. In the first step transactions and their corresponding choice sets are used to estimate the parameters of the utility function

\[ u_{ijt} = x_j \beta - \alpha_t \log p_{jt} + ship_j \beta_{ship}^t + \varepsilon_{ijt} \]  

(12)

using a standard maximum likelihood estimator, where we pool all of the NFL games in our sample. Here we use the fact that for a multinomial logit, the parameters can be consistently estimated using a subset of choices. Here we are using observations where a transaction actually took place, so that the ‘outside good’ is excluded.

I can then use these estimates to calculate the average value of \( I_{qt} \), for all of the fixture-hours in our sample for \( q = 2, 4, 6 \). In practice, these values show similar intertemporal patterns (see below), but they differ somewhat in their levels across fixtures, presumably because games differ in their innate attractiveness. Therefore, the next step is to calculate fixture-time-\( q \) specific expected values of these inclusive values by regressing the observed values on a polynomial in time and game fixed effects (the coefficient on these will be the game attractiveness variable mentioned below). I run separate regressions for each \( q \), and the expected values are simply the predicted values from these regressions.

The final step jointly estimates the Poisson parameter for expected number of buyers arriving in a particular hour; the probability that a buyer wants 2, 4 or 6 seats; and the parameters describing how the valuation of the outside good evolves. All of these probabilities are allowed to be a function of
the time until the event. The model gives an expected value for the number of purchases of a given quantity for a given fixture $f$: for example, for two seats,

$$\mathbb{E}(\text{# of two seats purchases}) = \lambda_{t,f}^{\text{buyer}} \left( \frac{\exp(X_{t,q}\theta) \exp(I_{t,f,2})}{\sum_{q=2,4,6} \exp(X_{t,q}\theta) \exp(I_{t,f,2}) + \exp(\gamma_t + \gamma_f)} \right)$$

and we estimate the Greek-letter parameters by matching the observed number of purchases of each $q$ in each hour with their expectations, as well as matching to probability that a visit results in a transaction to the conversion data.

### 5.2.2 Step 2: Arrival of Price Change Opportunities

A feature of the model - where pricing strategies vary with $t$, each price change opportunity is associated with a change in $v$, there are no costs to adjusting prices and prices are a continuous choice - is that, with probability one, a seller should change his price whenever he has an opportunity to do so. I can, therefore, simply estimate the probability that a seller gets to change her price from the observed frequency of price changes, and I estimate a simple logit (as polynomial in the number of hours until the fixture) for the probability that a price change opportunity arrives.\(^25\)

### 5.2.3 Step 3: Evolution of $v$, Delisting Probabilities and Initial Conditions

The most complicated part of estimation is the third step, because it requires solving the dynamic programming problem of a seller, although, unlike when solving the model for counterfactuals, $I_t$ is treated as fixed along its estimated expected path. The grid used and solution method is the same as described in iteration step (a) of section 5.1, with a prior step being approximation of the $G_t$ function.\(^26\) The end date depends on the type of the listing: for example, for Fedex listings the end point is four days prior to the game.\(^27\)

\(^25\)The price change frequency can be made a function of $\mu$ and $q$ without complication. If the price change frequency is made a function of $v$ then step 2 must be integrated with step 3.

\(^26\)To solve the counterfactuals we have to calculate $G_t$ for a variety of different values of $I_{qt}$ for each $qt$ (as the path of $I$ will change during solution). For estimation we only have to approximate $G_t$ for the expected path calculated in previous stages.

\(^27\)Currently I group listings based on the commission rate by the seller (which is also a proxy for the seller’s size as it is ticket brokers who pay lower rates) and the shipping type (Fedex vs. electronic/LMS). One could make further distinctions - for example, between listings with overnight Fedex vs. 3-Day Fedex options - but currently I do not do
The parameters to estimate are those of the $F_t$ function and the parameters of the $H_t$ function that describe the probability of delisting. For given parameters, the model can be solved to generate an optimal pricing function in any period as a function of $(\mu, q, v)$. If the pricing function is monotonic in $v$, then for a given $(\mu, q, p)$, which is observed for each listing that changes price, we can compute the $v$ associated with the chosen price by inverting the policy function. I form the following likelihood\textsuperscript{28}

\[\log L(\theta^v, \theta_{\text{delist}}) = \sum_{i=1}^{N_{\text{obs}}} \sum_{t=t_{i_{\text{first}}}^t}^{t_{i_{\text{last}}}} \left( I(t > t_{i_{\text{first}}}) \left[ I(i \text{ changes price in } t) \log \left( \lambda_t f_t(v_{it}(\hat{p}_{it})|\hat{v}_{it-1}, \theta^v) \right) + ... \right] + I(i \text{ no price change in } t) \log (1 - \lambda_t) \right) + I(i \text{ delist in } t) \log \left( H(\mu_i, q_{it-1}, \hat{v}_{it}, \theta_{\text{delist}}) \right) + ... + I(i \text{ no delist in } t) \log (1 - H(\mu_i, q_{it-1}, \hat{v}_{it}, \theta_{\text{delist}})) + ... + \log(G(\mu_i, p_{it}, q_{it}, q_{it-1})) \right) \]

(14)

which is maximized using the simplex algorithm.

6 Estimates

I now present an initial set of coefficient estimates. I note where there are some simplifications from the methods laid out above.

6.1 Step 1: Buyer Demand, Inclusive Values and Buyer Arrival Rate

The estimates of the utility function coefficients are shown in Table 4. They are based on transactions for no more than 6 seats, and the price coefficient is allowed to vary with the number of days until the fixture.

The results indicate that demand is highly price-elastic (as the probability that any listing is sold is small given the size of the choice sets, the log(price) coefficients give a very close approximation to the price elasticity for a given listing). The absolute value of the elasticity is highest 7 days before the game. The price of shipping is included in the price measure\textsuperscript{29}, so the shipping coefficients should be interpreted as measures of convenience. The patterns are broadly intuitive in that instant download

\textsuperscript{28}Of course, for estimation only the first, third and fourth lines contain parameters to be estimated. However I include the other lines for completeness and for showing what the likelihood would be, for example, if the arrival of a price change opportunity was a function of unobserved $v$.

\textsuperscript{29}Of course, this assumes that buyers correctly account for the cost of shipping when making their choices, whereas the time of the data they only saw the cost of shipping added to the price once they had initiated the checkout process.
<table>
<thead>
<tr>
<th>Price</th>
<th>Row Variables</th>
<th>Face Value cont.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log Price (incl. shipping)</td>
<td>-6.397</td>
<td>Row Number</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td></td>
</tr>
<tr>
<td>* 0-2 Days Prior to Fixture</td>
<td>0.282</td>
<td>* Middle Tier</td>
</tr>
<tr>
<td></td>
<td>(0.048)</td>
<td></td>
</tr>
<tr>
<td>* 3-7 Days Prior to Fixture</td>
<td>0.429</td>
<td>* Upper Tier</td>
</tr>
<tr>
<td></td>
<td>(0.048)</td>
<td></td>
</tr>
<tr>
<td>I(more than 7 days prior)* log(days prior - 7)</td>
<td>0.170</td>
<td>First Three Rows of Section</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td></td>
</tr>
<tr>
<td>Delivery (non-instant electronic excluded)</td>
<td>-0.114</td>
<td>* Middle Tier</td>
</tr>
<tr>
<td>Instant</td>
<td>(0.018)</td>
<td></td>
</tr>
<tr>
<td>Fedex Delivery</td>
<td>-0.237</td>
<td>* Upper Tier</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td></td>
</tr>
<tr>
<td>Last Minute (at stadium) Delivery</td>
<td>-0.866 $50</td>
<td>Face Value Group (captures tier)</td>
</tr>
<tr>
<td></td>
<td>(0.076)</td>
<td></td>
</tr>
<tr>
<td>Instant * 0-2 Days Prior</td>
<td>0.572 $75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.069)</td>
<td></td>
</tr>
<tr>
<td>Instant * 3-7 Days Prior</td>
<td>0.210 $95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td></td>
</tr>
<tr>
<td>Fedex * 3-7 days</td>
<td>0.167 $105</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
<td></td>
</tr>
<tr>
<td>LMS * 0-2 Days</td>
<td>0.526 $125</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.103)</td>
<td></td>
</tr>
</tbody>
</table>

No. of listings in choice sets: 39,236,521; no. of transactions: 51,465; log-likelihood: -277,642.0, pseudo-$r^2$: 0.133
and being able to pick up tickets at the stadium are more attractive when the fixture is close at hand. Seats further back from the front of the section are less attractive, although it is not clear why seats in the front three rows are unattractive in the upper tier. The face value coefficients generally indicate that tickets with higher primary market face values are more valuable to buyers in the secondary market.\footnote{Note that buyers do not see face values on Stubhub, and they are not necessarily easy for someone to find out when the primary market is sold out. Therefore I interpret these coefficients as reflecting ticket quality, rather than direct valuations of the face value of tickets.}

One comment is in order about the specification. All listing characteristics, including price, are treated as exogenous. Sweeting (2012), using data on MLB tickets on eBay, found it necessary to instrument for prices - using characteristics of sellers that correlate with the level of prices that they set, but which buyers should not care about - to find elastic demand. I will try a similar approach going forward, but I note, for now, that estimated demand in Table ?? is much more elastic than I found even with instruments in Sweeting (2012) and that it is much easier to control for characteristics that are observed by potential buyers on Stubhub than on eBay where many sellers write significant amounts of text describing their listings.

These demand estimates are then used to calculate the inclusive values, \( I_{qt} \), for transaction quantities \( q = \{2, 4, 6\} \). Time periods are hours, and we use the last 50 days prior to the game. Figures 3 and 4 show the observed time paths and the smoothed predicted values (used in the next stages) for \( I_{2,t} \) and \( I_{4,t} \) for several games in the sample. In general the match is good (and it is actually better for \( q = 6 \) where the observed paths of the inclusive value are quite flat), although a number of fixtures follow a path like game E in the \( q = 2 \) case where the inclusive value turns down in the last few hours before the fixture (associated with a smaller number of available listings, or higher prices), rather than up, which is the more common direction of change.\footnote{Discussions with Stubhub employees indicate that this variability in what happens in the last day or so is quite common across both sports and non-sports events, whereas what happens in the longer-run up to the event is generally seen as being much more predictable.}

The predicted inclusive value paths are used in the next step of demand estimation, where I estimate the parameters that reflect the mean utility of the outside option of not purchasing and expected number of potential buyers arriving on the site in each hour, together with the parameters of a logit function that determines whether the potential buyer wants 2, 4 or 6 seats. The parameter estimates (with standard errors clustered on the game using a bootstrap, but note that they do not correct for the estimation error in the first stage of estimation) are shown in Table 5.

While the estimates based on smoothed \( I \) are used in subsequent states, I also report estimates
Figure 3: Inclusive Value Path for Two Seat Purchases
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Figure 4: Inclusive Value Path for Four Seat Purchases
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### Table 5: Demand Estimation: Arrival Rate and Valuation of Outside Good. SEs clustered on the game

<table>
<thead>
<tr>
<th></th>
<th>Arrival Rate Parameters</th>
<th></th>
<th>Outside Good Parameters</th>
<th></th>
<th>Number of Seats</th>
<th>Buyer Interested In ...</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Smoothed I</td>
<td>Observed I</td>
<td>Smoothed I</td>
<td>Observed I</td>
<td>Smoothed I</td>
<td>Observed I</td>
</tr>
<tr>
<td>Constant</td>
<td>2.342</td>
<td>2.364</td>
<td>-18.956</td>
<td>-18.998</td>
<td>Constant for Buyer</td>
<td>-0.864</td>
</tr>
<tr>
<td>Following variables are normalized to have mean zero, std. dev 1</td>
<td>(0.124)</td>
<td>(0.175)</td>
<td>(0.734)</td>
<td>(0.995)</td>
<td>Wanting 4 Tickets</td>
<td>(0.131)</td>
</tr>
<tr>
<td>Hour</td>
<td>-0.148</td>
<td>-0.125</td>
<td>0.791</td>
<td>0.659</td>
<td>Wanting 6 Tickets</td>
<td>(0.156)</td>
</tr>
<tr>
<td></td>
<td>(0.068)</td>
<td>(0.150)</td>
<td>(0.231)</td>
<td>(0.178)</td>
<td>* Hours/4</td>
<td>(0.075)</td>
</tr>
<tr>
<td>Log(hour)</td>
<td>-0.122</td>
<td>-0.153</td>
<td>-0.638</td>
<td>-0.791</td>
<td>Constant for Buyer</td>
<td>-2.015</td>
</tr>
<tr>
<td></td>
<td>(0.198)</td>
<td>(0.261)</td>
<td>(0.256)</td>
<td>(0.211)</td>
<td>Wanting 6 Tickets</td>
<td>(0.156)</td>
</tr>
<tr>
<td>Hour^2</td>
<td>-0.145</td>
<td>-0.126</td>
<td>0.727</td>
<td>0.656</td>
<td>* Hours/4</td>
<td>-0.057</td>
</tr>
<tr>
<td></td>
<td>(0.089)</td>
<td>(0.132)</td>
<td>(0.235)</td>
<td>(0.249)</td>
<td></td>
<td>(0.203)</td>
</tr>
<tr>
<td>Hour^3</td>
<td>-0.109</td>
<td>-0.097</td>
<td>0.291</td>
<td>0.265</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.160)</td>
<td>(0.165)</td>
<td>(0.219)</td>
<td>(0.196)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hour^4</td>
<td>-0.079</td>
<td>-0.072</td>
<td>-0.121</td>
<td>-0.112</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.211)</td>
<td>(0.183)</td>
<td>(0.262)</td>
<td>(0.091)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hour^5</td>
<td>-0.0499</td>
<td>-0.044</td>
<td>-0.449</td>
<td>-0.412</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.244)</td>
<td>(0.194)</td>
<td>(0.302)</td>
<td>(0.189)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hour^6</td>
<td>-0.121</td>
<td>-0.110</td>
<td>0.314</td>
<td>0.154</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.084)</td>
<td>(0.197)</td>
<td>(0.108)</td>
<td>(0.128)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Game Attractiveness</td>
<td>0.354</td>
<td>0.376</td>
<td>0.612</td>
<td>0.518</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(FE from I estimation)</td>
<td>(0.115)</td>
<td>(0.099)</td>
<td>(0.532)</td>
<td>(0.777)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
where I use the observed $I$ for each game to provide a comparison, and the point estimates are generally very similar and individual coefficients are not significantly different from each other. The results are broadly sensible with a higher probability that buyers want two seats, especially close to the game, although the standard errors are large, which appears to reflect the fact that too many polynomial terms may, currently, being included. Note that the game attractiveness variable, which comes from the game fixed effect in estimation of $I_2$, can be high either when there are many tickets available, as tends to happen for the most in-demand games, especially several weeks before the event, or prices are low, so it is not a priori clear what its sign should be. Figure 5 shows the implied (based on the smoothed estimates) expected paths of the mean utility of the outside good and the expected number of potential buyers wanting either two or four seats who should arrive in a given hour for one of the games in the data.

6.2 Step 2: Arrival of Price Change Opportunities and Demand

As noted above, the probability that a seller receives a price change opportunity is estimated using observed price changes. At this point, I divide the data on sellers into different groups - by commission rate and delivery options - as it is plausible that they will have different pricing behaviors. The current paper reports estimates using data from game A. The data is organized so that for each listing (recall this is a seller-section-row-fixture combination) I see, in each hour, whether there was a price change, whether the listing was delisted and whether there were sales. A price change is based on the difference between the price at the beginning of the hour and the end of the hour even if several price changes occur (which is rare, except that sometimes a price change is immediately reversed), and, to be consistent with the model, all sales are assumed to be made at the end of hour price. Listings where only a subset of tickets are delisted are dropped.\footnote{I also currently drop listings where a sale and a delisting takes place in the same hour as the current timing assumes that delisting would take place before a sale.}

This gives an estimation sample of 746 listings, of which 160 are already present 50 days before the game.

The probability of price change is then estimated as simple logit function - with covariates, a constant, hours before fixture and log(hours before fixture). The implied probability that the seller consider changes price in an hour (and so also receives a new draw of $v$) is 0.0006 50 days before the fixture, 0.01 ten days before the fixture, 0.047 four days before the fixture and 0.095 in the final day when the tickets must be delisted if they are not sold.

Before estimating the process for $v$, I also construct the $G_t$ function which gives the probability
Figure 5: Expected Number of Buyers Per Hour and Valuation of Outside Good for Game A
that different quantity changes happen through sales. Figure 6 shows the probability that a listing with 4 seats goes to have having 4, 2 or zero tickets left, for either $\mu = 0$ (a moderately low value of quality, the lowest is -2) or $\mu = 8$ (a fairly high value, the highest is 10), 100 hours before the end of the pricing game (approximately one week before the fixture) or 100 hours from the start of the pricing game (approximately 43 days before the fixture). For lower prices, the probability of a sale goes up, and the graphs (where $\log(p)$ is on the y-axis) make clear how elastic demand is. When there are many potential buyers in the market (as in the $t = T - 100$ case), the probability that a listing would go from having 4 to exactly 2 seats over the hour is very small except for a very narrow range of prices: at a high price, no tickets will be sold, whereas at a lower price it is almost certain that all seats will be sold (either as two 2-seat transactions, or one 4-seat transaction). On the other hand, further from the game, when fewer buyers arrive, the range of prices for which one listing is likely to go from having four seats at the beginning of an hour to only having two is greater.

6.3 Step 3: Evolution of $v$, Delisting Probabilities and Initial Conditions

The estimates of the process governing the evolution of $v$, and the logit parameters for the probability that tickets are delisted are as follows, where $v$ is in tens of dollars. The results reported here are based on small sellers who ship their listings by Fedex:

$$v_{jt} = 0.941 v_{j,t-1} + 2.414 + 0.001 \frac{t}{T} + 0.720 \mu_j + \varepsilon_{jt}$$

where $\varepsilon_{jt} \sim N(0, \sigma^2_{jt})$, $\sigma_{jt} = \exp \left( 2.400 - 0.00010 \frac{t}{T} + 0.031 \mu_j \right)$

except that the $v$s are truncated to lie on the interval $[-$400, $1000]$, and

$$\Pr(\text{delist}_{jt} = 1) = \frac{\exp \left( -7.774 - 0.002v - 0.023\mu_j - 0.029q_{jt} - 7.319 \frac{t}{T} + 10.088 \left( \frac{t}{T} \right)^2 \right)}{1 + \exp \left( -7.774 - 0.002v - 0.023\mu_j - 0.029q_{jt} - 7.319 \frac{t}{T} + 10.088 \left( \frac{t}{T} \right)^2 \right)}$$

where standard errors are in parentheses.

Several aspects of these results are sensible: the $v$s are estimated to be highly serially correlated, which can explain why a seller who has a relatively high price will tend to remain a relatively high-priced seller if he changes his price; dollar values of $v$ are increasing in the quality of the ticket ($\mu_j$); the delisting probability in a period is small, but it increases quite rapidly as the end of the time
Figure 6: $G_t$ Function: Red Line $\mu = 8$, Black Line $\mu = 0$
horizon approaches (the minimum implied by the quadratic in time is at 32 days before the fixture). \(v\) and ticket quality have no significant effects on the delisting probability, while the \(q_{jt}\) effect implies that sellers with a higher quantity of tickets remaining are less likely to delist. The least satisfactory aspect of the results may be that the standard deviation of \(\varepsilon_{jt}\) is estimated to be unrealistically large (e.g., \(\exp(2.4) \approx 11\), implying a standard deviation of the innovations in \(v\) round \$110 dollars for a listing with quality \(\mu = 0\)). This reflects some listings have a new price that is so high [low] that the probability that they would sell in any subsequent period (without a price change, given the assumed path of \(I\)) is essentially zero [so high that sale is almost certain, and would also be almost certain at a higher, more profitable, price] implying that \(v\) must be high [strongly negative], even if the new price is only slightly higher than the previous price.\(^{33}\)

One feature of the results requiring further consideration is that the implied \(v_s\) tend to increase over time. The reason for this is that the large value of \(\sigma\) implies that option value effects should have a large impact on pricing decisions, so that, for a constant \(v\), sellers would, on average, tend to cut prices even more than they do in the data. The model explains why they do not by having low initial values of \(v\). Looking at the implied \(v_s\), the values close to the game are almost all positive, whereas at the beginning of the pricing game the majority are negative (overall, the average implied \(v\) is -$10). While the current estimates can be used to perform counterfactuals it may make sense to impose that, on average, sellers’ beliefs about their \(v_s\) are correct on average during estimation.\(^{34}\)

## 7 Counterfactual

As an application, I re-solve the model to examine how the timing of purchases, the equilibrium dynamics of prices and platform revenues would change if, motivated by the examples in Section 2, Stubhub changed its commission structure to encourage earlier trade. Obviously many changes are possible, and, rather than trying to search for the changes that would be revenue or surplus optimal, here I will focus on one example change.

At the time of the data, small sellers were charged a 15% commission whenever their tickets were sold. I therefore compute what would be expected to happen under an alternative regime where the commission is 7.5% until seven days before the event, and then increases 4.1 percentage points

\(^{33}\)Of course, the same logic holds in reverse. If the price subsequently drops to a level where a sale is quite likely - and as Figure 6 showed, this might not require too large of a drop - then it will appear that \(v\) has dropped quite dramatically, implying another large innovation.

\(^{34}\)It may also make sense to use a model where some sellers are very confident about their \(v_s\) while others are very uncertain. Currently the parameters are estimated assuming that they are the same across all high commission-Fedex sellers.
today until the game itself. For the observed transactions in the data, this change would be essentially revenue-neutral for Stubhub, reflecting the fact that most transactions take place relatively close to the day that the fixture takes place. Following the solution recipe outlined in Section 5, I solve the model both for the constant 15% commission and for the alternative regime, and then in each case simulate outcomes. To do so, I assume that the market consists of 4,600 listings sold by small sellers with Fedex tickets (i.e., their parameters reflect those reported above), where 4,600 matches the average number of listings observed per game in the NFL data.

The results are reported in Table 6, where I report the results on a subset of days as the game approaches.

Table 6: Counterfactual: Results for Constant Commission (normal font) and Time-Varying Commission (italics)

<table>
<thead>
<tr>
<th>Days Before Fixture</th>
<th>40</th>
<th>30</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>3</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. List (Price)</td>
<td>225</td>
<td>226</td>
<td>220</td>
<td>214</td>
<td>208</td>
<td>196</td>
<td>175</td>
<td>160</td>
</tr>
<tr>
<td>Price ($)</td>
<td>214</td>
<td>214</td>
<td>210</td>
<td>206</td>
<td>190</td>
<td>186</td>
<td>180</td>
<td>169</td>
</tr>
<tr>
<td>Pr(sale)</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.10</td>
<td>0.14</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>Platform Revenue</td>
<td>1,350</td>
<td>2,600</td>
<td>4,160</td>
<td>2,590</td>
<td>3,130</td>
<td>7,740</td>
<td>10,520</td>
<td>14,350</td>
</tr>
<tr>
<td>Revenue ($)</td>
<td>920</td>
<td>1,780</td>
<td>2,740</td>
<td>1,700</td>
<td>2,100</td>
<td>6,910</td>
<td>16,840</td>
<td>33,480</td>
</tr>
<tr>
<td>ΔC.S.</td>
<td>+3%</td>
<td>+1%</td>
<td>+4%</td>
<td>+2%</td>
<td>+4%</td>
<td>0.5%</td>
<td>-1%</td>
<td>-2%</td>
</tr>
</tbody>
</table>

As expected, the change in commission structure reduces how much prices fall over time. More than one week before the game, sellers are keener to sell which causes prices to fall, and the average probability that a listing is sold to rise, as some buyers (whose arrival is held to be the same as in the base case) choose to make a purchase rather than choosing the outside good. Platform revenues, however, tend to fall as the effect of the lower commission rate, combined with lower list prices, dominates the increased number of sales. On the other hand, close to the game prices are higher under the counterfactual as, at least for positive values of \( v \), sellers become more willing to keep hold of their tickets rather than making a sale when the commission rate is high (the maximum is over 35%). On the other hand, because the \( v \)s of sellers who actually sell their tickets are small, the increase in prices is relatively modest and the probability of sale only falls slightly, so that overall platform revenues are significantly higher. Of course, this counterfactual is likely to be missing the fact that such large increases would likely cause some sellers to switch their sales efforts to other platforms, even if those...
platforms have fewer buyers, in the last weeks before the game.

The final row in the table shows the proportional change in expected consumer surplus for a representative consumer arriving on each day (putting consumer welfare into dollar terms is complicated by the use of \( \log(p) \) in the demand function) when the time-varying commission structure is adopted. Consumer surplus is affected by both prices and the availability of listings (e.g., low initial prices result in sales which reduces the availability of listings) but the changes show that the dominant effect is via price, with consumer surplus rising, by between 1% and 4% when prices fall, and falling when prices rise.

8 Conclusion

This paper sets out a framework for carrying out counterfactuals on platform design in environments where there are many competing sellers who face a price problem with a non-trivial dynamic component. This characterization applies to many online platforms which are trying to facilitate trade in perishable products, such as event tickets, accommodation and radio and television advertising. My framework allows for dynamics, competition and heterogeneity in both sellers and the products being sold, at the cost of making some strong simplifications about possible strategic behavior on the part of sellers and how market aggregates, here approximated by inclusive values, might evolve. In the empirical setting considered here, these simplifications seem appropriate given that most sellers are small and all sellers are anonymous, while prices tend to evolve in quite systematic ways at least until immediately before the event. Indeed one might also view the simplifications that are made as being reasonable approximations to the simplifications that sellers themselves are likely to use given the computational complexity that would be involved in solving for fully optimal strategies if all sellers were assumed to behave in an equally sophisticated way.

The counterfactual considered here is intended to primarily be illustrative of how the method works. In future iterations of the paper, I plan to investigate this type of counterfactual in more detail, and also to study the possible revenue and welfare effects of changing some features of demand. A couple of examples suggest themselves. One is recent changes on Stubhub (for example, as reported in the Wall Street Journal on September 1, 2015) that have moved the site between showing potential buyers prices that are inclusive of all fees and service charges and prices that do not, that are reported to have had both large effects on demand and large effects on platform revenues. An alternative example would be considering changes to the way that listings are presented. For example, demand on Stubhub
may be more price-elastic than demand on eBay (reported in Sweeting (2012)) partly because listings are, by default, shown with the cheapest ticket listed first, which may lead to consumers being more likely to purchase cheaper tickets if they use limited ‘consideration sets’ rather than considering the full set of tickets that are available. Using a different ranking system may therefore have the scope to increase platform revenues, seller revenues and buyer welfare simultaneously if it both makes demand less elastic but also matches potential buyers to listings more effectively. In both cases it would be interesting to both make predictions using the model, and to measure welfare effects, while also trying to validate the model by comparing its predictions to what actually happens when changes are made to the site. In particular this would make it possible to evaluate how important margins that are not included in the model (such as substitution of sellers between Stubhub and other sites) actually are.
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